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Abstract 

Goal definitions and developments are challenging in large-scale projects, because of the different expertise and skills of the 
stakeholders. Development often fails its intended goal because of misunderstandings and unclear definitions and descriptions 
during the planning phase. The paper describes a novel approach to collecting requirements and defining development plans by 
provisioning a guideline which informs what has to be done, when and in what form. The User Case Requirement Analysis 
model was applied in the large-scale European project FUPOL during the development of a Social Media Analysis System. 
Based on this a successful task-based evaluation could be performed that shows the benefit of the model and the software. 
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1. Introduction 

E-Government and the engagement of citizens in politics are on the agenda in many countries1, 2. Therefore, a 
number of projects and programs were initiated that aim to find creative and effective solutions for involving 
citizens. One intended aspect is the provision of transparency3, e.g. through (Open-) Data provision that enables 
citizens to analyse indicators of a country, state, province or local region. A further step is to consider citizens’ 
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opinions in the policy making process. In many countries petitions are one option to bring an important issues (from 
the citizens’ point of view) on the political agenda. Unfortunately this will only be possible, if a significant number 
of citizens are engaged and support such an action. Even more, it is not realistic that each issue, in particular on a 
municipality level, can be clarified by citizens via petitions. 

A modern approach to support politicians in recognizing citizen opinions is by using ICT. The growth and 
establishment of social media allow most people to discuss political ideas and critics virtually. These discussions 
can be observed and analysed by technical systems to present the major points in a summarized manner to the 
decision makers. However, this intention works often only in theory, if such approaches will be discussed with 
political and authority representatives the goal definition and what functions are required is difficult. The major 
barriers are the different topical languages and the role of representatives. The result is often an extensive discussion 
consisting of political terms by the politicians, officials by members of authorities, technical vocabularies by the 
technicians and scientific keywords by researchers. 

In this paper we introduce a best-practice piloting approach for discussing and realizing innovative solutions with 
a variety of stakeholders from different domains. The core of this paper is to show how to deal and manage the 
different perspectives of such an innovation development process, to develop a common set of requirements and a 
procedure to realize innovation that satisfies the intentions of all stakeholders.  The methodology is practically and 
beneficially applied in two large-scale projects (on a national and international level). Therefore, we describe the 
methodology and its phases. Furthermore, we describe how the methodology was practically used in our last social 
media integration solution in the FUPOL European research project. The result is a guide or small handbook on how 
to achieve good results in large-projects with heterogeneous stakeholders. 

2. A new Integrated Approach for Social Media Analysis 

To face the challenge of a novel social media analysis approach and the required sustainability for public 
authorities that need to work with the resulting ICT solution, this chapter describes our approach of an integrated 
social media analysis solution. It consists of three major technologies that work together: the FUPOL Core Platform, 
the Hot Topic Sensing and the visualization of the user-interface the end users should work with. 

2.1. Overall Structure and Architecture 

The major difference compared to most other available social media systems is the modular structure4, 5, 6. The 
whole system consists of several modules or rather plugins that can be replaced or extended by new modules (Fig. 
1). Therefore, it is not a complete proprietary system that is limiting the functions a single enterprise has 
implemented. Even more, the APIs allow to connect modules provided by other organizations that have more 
experience in a certain domains, e.g. in visualization. The result of such an open architecture approach is the ability 
to implement the most beneficial modules for a certain task and hence get a more productive system the user can 
work with. 

2.2. Crawling Social Media Content 

The first step of processing social media data the crawling. For this purpose the user has previously defined a so 
called campaign and to such a campaign he aligned a number of social media channels. A social media channel is, 
for instance, a specific user page, a social media page or an RSS feed. The idea is the specific observation of certain 
sources. This is essential because especially on a city level there are just a small number of well-known virtual 
discussion places of politically engaged citizens, as for instance the twitter channel of local opinion leaders or 
discussions of citizens on digital articles of local newspaper websites. 

To crawl the content, we can distinguish between two types of connectors. The generic and the specific 
connectors. The generic connectors can be used for multiple sources, as for instance an RSS connector. With this 
connector various kinds of sources, which are often provided on websites, can be crawled without making changes 
to the connector. The disadvantage of this type of crawler is the limitation. The crawled source strongly depends on 
what data is provided via RSS, this can include, e.g. the title, description, backlinks and comments of an article, but 
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it is not obligatory. Furthermore, many newspaper pages reduce the text to the first few sentences. To get the full 
range of available data, specific connectors are needed that only work so far for a single source. The task of such a 
specific connector is to get as much data as available from a single data source. It makes sense to use a specific 
connector for big services like Twitter, Facebook or a certain blog engine. Such connectors are often able to grab the 
full text content, and even more meta-information, for instance, corresponding likes, shares and comments. Because 
specific connectors are time consuming to code (also later when the connectors need to be maintained, because of 
API changes over time), it has to be determined for what source the effort is beneficial and for which the generic 
connectors are adequate enough. 

 

Fig. 1. Overview-to-Detail approach for the visualization interaction in Social Media Data 

As result of the crawling phase all postings from the mentioned sources were crawled and cached for the 
following text mining phase. Next to the specific contents, additional information is also stored. For instance the 
number of likes, written comments etc. Critical data, e.g. the user names and profiles, are anonymized to ensure data 
privacy. 

2.3. Data Processing and Management 

Data processing currently consists of three steps. The first step is the hot topic sensing. Based on all the available 
postings to a certain campaign, topics are automatically generated by using LDA algorithms7. These topics represent 
a kind of categorization to allow later filtering for analysis (urban planning, waste management, public relation). 
Because LDA algorithm generating topics are just based on extracted keywords, the resulting topics are less human 
readable. To provide better readability, the system can be improved by defining so called categories. A category is 
an aggregation of many topics, which the user has to align manually. The result is in best case a hierarchy of 
humanly understandable categories to which topics are assigned and represent a bunch of postings. 

The second step is semantification of the available data. To structure the data, a defined ontology is used, but 
with usage of already existing namespace definitions6. It considers a number of features - among others, the 
categories, the topics, the postings and the authors (Fig. 2). 
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The third step is the persistence of the generated data in a relational database. Based on the basic features of the 
ontology, all entities of the ontology are stored in the database in a relational schema. 

 

Fig. 2. The FUPOL Social Media Ontology to organize and structure the social media information (related to Rumm et al.6) 

2.4. 2.4. Social Media Visualization and Analysis 

The main challenge of visualizing the social data for analysis purposes is the mass of instances in the described 
semantic representation. We have elaborated two ideas of partner technologies to face this problem on data level, 
but besides a solution to reduce the amount of instances per class/concept, the challenge of visualizing large 
amounts of data still remains. An adequate way of facing this challenge on the visualization level is the appliance of 
Shneiderman’s Information Seeking Mantra11. Shneiderman proposed a three-level seeking mantra containing the 
following steps: overview first, zoom and then filter details-on-demand (see also Fig. 3). In the context of 
visualizing social information, the overview aspect plays a key role.9, 10, 8 In particular, in the context of social data 
visualization we identify three main views on the information level: 

 Overview on categorical level 
 Overview on temporal level 
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Fig. 3. Overview-to-Detail approach for the visualization interaction in Social Media Data 

The visualisation overview levels are not distinct and can be combined to view different information aspects. 
The thematic arrangement enables a visual overview definition of “categories-of-interest”. The composed set of 

visualizations allows sifting through the data interactively. The computed category/topic/post relevance by the hot 
topic sensing technology and the result of a quantitative analysis are considered per the user request on the server’s 
side. The different informational requirements are then visualized on the presentation level by using the visual 
variables. The size of a graphical entities will provide quantitative information whereas the relevance is visualized 
by their colour. 

The first categorical visualization provided is a so called ThemeRiver13, which visualizes the topics and then 
weighs them over time. This visualization addresses both of the above mentioned information levels: 

(1)  The categorical level, and 
(2) The temporal level. 

At this stage, the user can analyse upcoming relevant topics as well as important topics. By selecting a topic, the 
user filters the data significantly. By visualizing the temporal overview and providing a margin in time, another 
dimension of the data is investigated. We propose that the temporal view is the most beneficial way to: 

 View the trend of upcoming social opinions 
 Interact with and filter semantic data for relevant topics based on time 

Here, we propose the use of a stacked graph by using the following informational requirements on the 
information dimensions: 

 Size: quantity of topics, terms or extracted features 
 Colour: relevance based on the computed relevance by Hot Topic Sensing technology 
 X-Axis: temporal spread 

The second categorical visualization provided is a hierarchical tree map that uses the thematic hierarchy of the 
ontology as one visual indicator, the relevance of the topics as another and the size as a third indicator for providing 
an overview of a topic on the category level. The parameters are abstracted to the highest level. The hierarchy is 
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simplified and visualized as overlapping (superimposing) and integrating spatial spaces. The size illustrates the 
quantity and the colour the relevance: 

In contrast to that very simple visual view, a graph-based layout will be integrated that targets the same 
information values. Therefore the size of the circle will be used as an indicator for the quantity of information in one 
category, the hierarchy will be displayed as smaller integrated circles, and the colour will be used for the computed 
relevance. We are dismissing any semantic relationships in this view, so to not confuse the user with too much 
information. 

Next to the categorical filtering, also a mechanism for temporal filtering is provided. The timeline visualization 
SemaTime serves this purpose. Through an enlargement of the timeframe at the bottom of the SemaTime, the 
timeline-based visualization, the time range can be increased and following posts will be filtered or further postings 
will be retrieved. 

The next step after the overview is a more detailed view with relational information. Therefore the existing 
graph-based visualizations will be extended to visualize the dependencies between actors and topics, between actors 
themselves and between topics themselves. This step can be done after refining the overview visualization or based 
on a specific search that contains a comprehensible number of entities.  

We propose to use a force-directed visual graph algorithm with quantitative analysis for this issue. In this case the 
size of a circle indicates the number of entities, the colour the relevance, the size of entities the number and/or 
relevance of a topic or actor himself and the relations the semantic relationship design in the FUPOL social data 
ontology. 

The detailed visualizations can further provide more information by requesting more details on demand. If for 
instance an author icon has a greater size than another, we can assume that this person is an opinion maker, because 
either he has many postings or the postings are read by many people (regarding the underlying data and goal). By 
clicking on this actor the visual representation will first give more information about him and further detailed 
information (as far as available) about the person will be provided. 

3. Piloting and Establishing Social Media Analysis in Cities 

The deployment of new ICT in public authorities is challenging, because of high requirements regarding stability, 
usability and expected benefit of a new system. One of the reasons is that public authorities need systems that do not 
limit productivity, since they have to follow strict workflows. To consider these specific behaviours and 
requirements, it was essential to stay in contact with those experts and define a clear procedure on how to proceed 
and what aspects are necessary. 

3.1. Finding a common Language: Technicians vs. Politicians and Policy Experts 

The very first important issue was finding a common language. This aspect sounds easier than it really is. 
Researchers and technicians have mostly a limited view and speech that is oriented on the technical or 
political/administrative profession and skills. Technicians, for instance, consider political aspects only in a limited 
way (this should not mean that these aspects are neglected overall). On the other hand the employees of public 
authorities have a less technical background, in particular in regards to research and development. They know their 
tasks and what tools they currently use to solve these tasks. To define a common development roadmap it is 
essential to understand the conditions of both sides. Therefore it is essential to communicate the conditions, 
restrictions and plans to the other side and vice versa. 

To achieve a common language, it is often beneficial to explain features in forms of stories and maybe on the 
hand of existing or currently used software. Talking about features, algorithms or requirements is in contrast less 
helpful, because each stakeholder imagines often what he “understands” under these aspects. If something is 
explained to the end users, GUI-mock-ups or screenshots can also help. However, end users should also trust the UI 
experts and developers. Because often most computer users think they know how to design a good user-interface, 
but the topic is more serious than it seems. The user-interface should be discussed in a major way based on stories, 
to avoid semi-technical discussions that lead to unsatisfying plans and results for technicians and end users. 
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3.2. Multi-User Requirements Analysis 

If both sides are willing and also a common understanding and language is found, it is essential to define a 
roadmap for getting from visions to a sketch and finally to a solution. In FUPOL we used a defined requirement 
analysis process for the Use-Case Requirement (UCR) Analysis, as depicted in Fig. 4, which covers all relevant 
parts to find a common agreement and at the end a successful solution. The procedure allowed for an efficient 
analysis of the requirements and even more important, an efficient creation of an implementation plan including a 
setup for priorities. 

 

Fig. 4. Use Case Requirement Analysis Model 

Overall this model can be seen as an iterative approach. After the first round of the UCR analysis and 
implementation of discussed features, another round can be initiated to refine and extend the system. This makes 
this approach also useful in large-scale projects as, for instance, in FUPOL or ther bigger projects where more than 
just one development iteration is intended. 

One important fact is that this approach should be performed before major developments and before user related 
features are in progress. Basic aspects that are relevant overall, like the development of a general system body, a 
configuration parser etc. can be developed in anyway parallel to the UCR analysis. But in particular the graphical 
user-interface and some data-processing aspects should be shifted to the end of the UCR analysis. 

3.3. Engaging meanwhile Software Development 

Many software development cycles follow the approach of first defining the requirements and goals, in the 
second phase the system will be developed and in the last and third phase the system will be deployed and provided 
to the users. A major weak point of this approach is that misunderstandings and incorrectly implemented features 
can only be identified when the whole development is already done. But especially in this phase it is nearly 
impossible to make bigger changes without wasting large amounts of time and money. To avoid such situations, it is 
essential to communicate development milestones to the intended users.  

To keep such communications as efficient as possible, it is important that both sides understand that this is not 
final software and only the relevant results should be discussed. In particular the graphical user-interface is often 
discussed in detailed, even if the used layouts and styles are not complete. It is important to focus on the general 
approach of the UI and if it corresponds to the tasks and expectation of the intended users. The general interaction 
metaphors and styles should be more in scope than graphical aspects. 
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3.4. Smart Feedback Collection for Technology Improvements 

All of the previous approaches are on the planning and discussion level. However, to collect empirical 
information about general used metaphors or selected visualization algorithms, these approaches are limited or only 
offer a subjective impression. In particular if graphical visualizations are used, it will be hard to determine if the 
visualization really provides an added value and allows for more effective and efficient work. The subjective 
feedback of users offers a good orientation, but it is more pragmatic and empirical to validate this based on analysis 
of e.g. task completions or the used task completion time. 

Currently, there are only a rare number of approaches established that allow for such analysis aspects in an 
efficient manner. Almost all approaches deal with local methods and do not allow to provide an evaluation via web 
as a distance-based evaluation. For this purpose we designed an evaluation approach to allow for distance-based 
evaluation over the web and collecting empirical data based on real tasks the participants (target users) have to 
solve. 

 

Fig. 5. Screenshot of the Evaluation system 

In our designed evaluation system12 it is possible to use classic questionnaires, e.g. to collect demographic 
information about the users as well as further information about his/her ICT skills. More important is the novel 
approach to evaluate a system in an empirical manner. Hence, the user has also to deal with the novel part of our 
evaluation system. He gets a number of tasks that he should answer with the system linked below (see Fig. 5). In the 
background the evaluation system logs task completion, the task completion time and information, on which a 
detailed analysis can be performed to identify gaps and aspects that should be enhanced. 

In a combined view of the conventional questionnaires and the practical evaluation, it is possible to identify if the 
subjective perception of users is different to the objective facts that are measured practically. 

4. Evaluation of Social Media Analysis in Cities 

For the empirical evaluation we used the introduced evaluation system. We considered a number of conventional 
questionnaires and in this paper will focus only on the results of the practical part. Therefore, we measure the 
correctness of participant answers and the elapsed time. At this stage we did not perform a comparison evaluation 
(cross evaluation) with another system, because there are no real appropriate software solutions (for testing) 
available that provide similar functionality. However, this evaluation is nevertheless important because all 
participants are domain experts from pilot cities. The engagement of such domain experts, even without a 
comparison to other tools, shows the general usefulness and usability of our approach. 
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The evaluation was performed with 45 participants in total (from two different European cities). All participants 
had to use the same software for the same type of tasks. Only the used data was different in respect to the citizen and 
participant language behaviour. For each task the user had the option to give no answer (the users should also use 
this option if they are not really sure, if they identified the correct answer) or the expected answer. 

4.1. Methodology 

The general methodology is simple. The user gets the task and the web-application to solve it. For each answer 
approximately four answer options where given. The tasks were defined based on the work the domain experts have 
to do. The goal of this evaluation was to identify the sufficiency of our integrated social media analysis solution 
against real tasks of the pilot and target users. The defined questions are as follow (the language-dependent generic 
parts of the questions are highlighted in italics): 

(1) How many topics are available in your campaign? (4 answer options) 
(2) Which time period is covered by topic “Oluja” (from where the first time postings are available)? (4 answer 

options) 
(3) In which month had topic “Politika” the highest number of new posts? (4 answer options) 
(4) Which topic had the most postings in July 2014? (4 answer options) 
(5) Which is the most important topic in the period May to August 2014 in terms of number of postings? (Should 

be more analytical, thus 6 answer options) 
(6) Which topic gained the most importance between May and July 2014 (terms: number of postings)? (4 answer 

options) 
(7) Which topic lost most importance between March and May 2014 (terms: number of postings)? (4 answer 

options) 
(8) How many postings were published for the topic “Nogomet” (in total)? (4 answer options) 
(9) Which real user (username unequal „unknown“) has the most postings regarding topic “Glazba”? (3 answer 

options) 
(10) On which day were in total the most postings published to Topic “Glazba”? (4 answer options) 
(11) How many users (including usernames equal „unknown“) posted about topic “Glazba”? (4 answer options) 
(12) From which platform would you be able to get further contact information to the User “Jutarnji”? (4 answer 

options) 

4.2. Results 

The results are satisfying. It can be summarized that the given tasks could be answered correctly on average 68% 
of the time. For more than half of the questions the correct task completion is higher than 70% (Fig. 6). The average 
time taken for each tasks was 83 seconds. Based on the fact that the users need time to orientate within the tool, the 
users required most time for task one. The average time for each task excluding task one is 68 seconds. This is 
overall a very good result, since the given tasks are analytical and are hard to answer without the developed solution 
or much more time needs to be invested for analysis (counting and calculating) on the social network platforms 
directly. 

  

Fig. 6. Charts about the correct task completion (left) and the average consumed task completion time (right) 
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However, in this evaluation poor data has a significant impact on the results. Because this social media solution is 
very new only a data time frame of approximately three months is covered, where some aspects are not so easy to 
identify (e.g. task #7). But to cover as many real analysis tasks as possible of the target users, we tried to consider 
most of them. This is also necessary to provide comparability to other tools or in case of improved versions of our 
social media analysis software. 

5. Conclusion 

This paper described a best-practice procedure to develop and pilot novel software within large-scale projects and 
the example of our developed social media analysis solution. The social media solution is based on a modular 
architecture and is delicately designed for policy moulding in cities. Because of the different scope and expertise of 
stakeholders, goal definition and development is challenging. For this purpose we defined a Use Case Requirement 
Analysis Model to optimally support the identification and definition of requirements and to create an 
implementation timeline that considers all required features. Next to the UCR model, also innovative tools were 
introduced to collect empirical data, which gives clear and objective feedback as to if the development really meets 
the requirements and expectations, since the evaluation is based on real tasks. On this basis the developed social 
media solution could be successfully evaluated.  

References 

1. Gramberger, M. Citizens as Partners: OECD Handbook on Information, Consultation and Public Participation in Policy-Making. OECD 
Publications Service, 2001. 

2. OECD. Promise and Problems of E-Democracy: Challenges of Online Citizen Engagement. OECD Publications Service, 2003. 
3. Burkhardt, D., Nazemi, K., Zilke, J. R., Kohlhammer, J., Kuijper, A. Fundamental Aspects for E-Government. In Handbook of Research on 

Advanced ICT Integration for Governance and Policy Modeling. Hershey, PA: IGI Global, pp.1-18, 2014. 
4. Rumm, N., Ortner, B., & Löw, H. Approaches to Integrate Various Technologies for Policy Modeling. In Handbook of Research on 

Advanced ICT Integration for Governance and Policy Modeling. Hershey, PA: IGI Global, pp. 272-295, 2014. 
5. Rumm, N., Kagitcioglu, H., Mairhofe, P., Jessner, A., Kamenicky, A. Deliverable 3.2 - Preliminary Software Design Description. FUPOL 

Project Report, 2012. 
6. Rumm, N., Kagitcioglu, H., Mairhofer, P., Jessner, A., Kamenicky, A., Hönigschnabel, I., Ortner, B., Thaler, R. Deliverable 3.5 - FUPOL 

CORE Platform Prototype Core Platform, FUPOL Project Report, 2013. 
7. Bouchard, G., Clinchant, S., Darling, W. Hot Topic Sensing, Text Analysis, and Summarization. In Handbook of Research on Advanced 

ICT Integration for Governance and Policy Modeling. Hershey, PA: IGI Global, pp. 216-247, 2014. 
8. Nazemi, K.,  Breyer, M., Burkhardt, D., Stab, C., Kohlhammer, J. SemaVis: A New Approach for Visualizing Semantic Information. In 

Towards the Internet of Services: The THESEUS Research Program. Berlin, Heidelberg, New York: Springer, 2014. pp. 191-202, 2014. 
9. Nazemi, K., Burkhardt, D., Retz, W., Kohlhammer, J. Adaptive Visualization of Social Media Data for Policy Modeling. In Advances in 

Visual Computing. 10th International Symposium, ISVC 2014 : Proceedings, Part I. Berlin, Heidelberg, New York: Springer, 2014. (Lecture 
Notes in Computer Science (LNCS) 8887), pp. 333-344, 2014. 

10. Burkhardt, D., Nazemi, K., Sonntagbauer, P., Kohlhammer, J. Interactive Visualizations in the Process of Policy Modeling. In Electronic 
Government and Electronic Participation: Joint Proceedings of Ongoing Research of IFIP EGOV and IFIP ePart 2013. Bonn: Köllen, 2013. 
(GI-Edition - Lecture Notes in Informatics (LNI) P-221), pp. 104-115, 2013. 

11. Shneiderman, B. The Eyes Have It: A Task by Data Type Taxonomy for Information Visualizations. In Proceedings of the IEEE Symposium 
on Visual Languages, pages 336-343, Washington. IEEE Computer Society Press, 1996. 

12. Nazemi, K., Burkhardt, D., Hoppe, D., Nazemi, M., Kohlhammer, J. Web-based Evaluation of Information Visualization. In Proceedings of 
6th International Conference Applied Human Factors and Ergonomics (AHFE 2015). Elsevier Procedia, 2015. 

13. Sun, G., Wu, Y., Liu, S., Peng, T.-Q., Zhu, J.J.H.,Liang, R. EvoRiver: Visual Analysis of Topic Coopetition on Social Media. In IEEE 
Transactions on Visualization and Computer Graphics, vol.20, no.12, pp.1753-1762, 2014. 

 
 



21 Dirk Burkhardt et al.  /  Procedia Computer Science   77  ( 2015 )  11 – 21 

 
 

Dirk Burkhardt holds a diploma in Computer Sciences from the University of Applied 
Sciences Zittau/Görlitz. His research interests are focused on concepts and technologies for 
user-centered process modeling and process support especially based on visualization 
technologies. He also researches in gesture-based multimodal interactions for intuitive 
interactions and navigations within graphical user-interfaces. 

 

Dr.-Ing. Kawa Nazemi graduated in Media and Computer Science at the University of 
Applied Sciences Giessen-Friedberg in 2006. Henceforth he worked as researcher at the 
Fraunhofer IGD and was involved in several national and European projects, where he 
developed user-centered systems for knowledge representations. In 2007 he overtake the 
leadership and management of the THESEUS project Innovative User Interfaces and 
Visualizations, where he established a research group focused on semantics visualization. 
Since 2011 he leads the research group Semantics Visualization and is the deputy head of the 
associated department. His research interests are focused on technologies and concepts for 
user-, context-, and content-adaptive knowledge representation and intelligent visualizations. 

 

 

Silvana Tomić Rotim, MSc. graduated from the Faculty of Electrical Engineering and 
Computer Science, Zagreb (1995) and got her master degrees from the Faculty of Electrical 
Engineering and Computer Science (1997) and Faculty of Economics (2000). She is a 
Certified Quality Lead Auditor, Certified IS Auditor, Certified Information Security Lead 
Auditor, Certified Management Consultant (CMC), Certified Management Trainer and a 
Certified TickIT Lead Auditor. She has managed and lectured on more than 50 trainings in the 
fields of Quality Management, Strategy Planning, Balanced Scorecard, Project Management, 
Performance Management, Human Resource Management, etc. She is an author of more than 
30 scientific professional articles, and more internal guides for business and quality 
improvement. She is in a board of Association of Management Consultants, and a member of 
Croatian Society for Quality, Association for Improvement of Intellectual Capital, Croatian 
Information Technology Association and Croatian Association for Quality Systems in 
Informatics. 

 

 

Egils Ginters is the director of Sociotechnical Systems Engineering Institute of Vidzeme 
University of Applied Sciences and full time Professor of Information Technologies in the 
Systems Modelling Department at the Faculty of Engineering. He is Senior member of IEEE, 
member of European Social Simulation Association (ESSA) and Latvian Simulation Society. 
He participated and/or coordinated EC funded research and academic projects: FP7 FUPOL 
project No. 287119 (2011-2015), FP7-ICT-2009-5 CHOREOS project No. 257178 (2010-
2014), e-LOGMAR-M No.511285 (2004-2006) and other. His main field of interests involves: 
systems simulation technologies, logistics information systems, policy simulation, and 
technology acceptance and sustainability assessment simulation. He has more than 150 
scientific articles related with the research fields. Contact him at egils.ginters@va.lv. 

 


