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Abstract Strategic foresight, corporate foresight, and technology management
enable firms to detect discontinuous changes early and develop future courses for
a more sophisticated market positioning. The enhancements in machine learning
and artificial intelligence allow more automatic detection of early trends to create
future courses and make strategic decisions. Visual Analytics combines methods of
automated data analysis throughmachine learningmethods and interactive visualiza-
tions. It enables a far better way to gather insights from a vast amount of data to make
a strategic decision. While Visual Analytics got various models and approaches to
enable strategic decision-making, the analysis of trends is still a matter of research.
The forecasting approaches and involvement of humans in the visual trend anal-
ysis process require further investigation that will lead to sophisticated analytical
methods. We introduce in this paper a novel model of Visual Analytics for decision-
making, particularly for technologymanagement, through early trends from scientific
publications. We combine Corporate Foresight and Visual Analytics and propose a
machine learning-based Technology Roadmapping based on our previous work.
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1 Introduction

Visual Analytics and information visualization enable, through the combination of
automated analysis methods and interactive visualizations, the decision-making pro-
cess in various domains [29]. Visual Trend Analytics incorporates, in particular,
the temporal dimension of data and enables identifying, detecting, and predicting
technological trends to support strengthening the competitiveness of firms. Tech-
nological developments have an important impact on strategic decision-making.
The early awareness of possible upcoming or emerging technological trends could
strengthen enterprises’ competitiveness and market positioning. The anticipation of
trends into the cooperate strategy is called corporate foresight [20], and the appli-
cation of corporate foresight is positively related to firms’ long-term performance
[50]. Qualitative methods like technology roadmaps are commonly applied but show
severe weaknesses compared to qualitative approaches that are rarely applied. Visual
TrendAnalytics includes prediction algorithms that facilitate corporate foresightwith
accessible, emerging trends. This enables profound strategic decision-making and a
higher acceptance rate beneath managers. Therefore, we further investigate the con-
ceptual study of Lee et al. [30] and develop a general three-step managing process
that investigates technology trends.

There exist a variety of methods for analyzing emerging or decreasing trends and
predict possible future scenarios. Existing technologies and approaches commonly
focus, in particular, on measuring and computing some values for identifying emerg-
ing trends [41] or providing better prediction results [37], the process of strategic
decision-making is often not considered in such analytical systems. However, the
process of managing information, technologies, innovations, and emerging trends
are crucial for decision-making. Another important aspect for identifying emerging
technology trends is data. Social media, news, company reports, and blogs refer com-
monly to those technologies that already reached their climax or are already available
at the market. Early technology trends are often propagated first in research and sci-
entific publications. Therefore, these data should be considered early signals and
trends [43]. Although scientific publications and their value for identifying early
trends are apparent, accurate analysis and identification of emerging trends out of
textual scientific publications are rarely proposed. The gathering and analysis of this
continuously increasing knowledge pool is a very tedious and time-consuming task
and borders on the limits of manual feasibility.

We propose in this paper a new approach for Visual Analytics for decision mak-
ing by incorporating some main ideas from innovation management. We first give
a literature review of existing approaches and systems that are mining and visualiz-
ing trends. The literature review reveals the missing inclusion of management and
decision-making approaches in such analytical systems. Our general model tries to
fill this gap by a first attempt and combines an appropriate model to enable strate-
gic decision-making. The outcome is a model with three main steps for integrating
innovations in firms. This model is enhanced by a more technical approach that illus-
trates the process of Visual Analytics and illustrates the main steps of our approach.
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This chapter enhances the three-fold contribution of our previous work [41], con-
sisted of (1) a model for gathering trends from text to visual interactive analysis
representations, (2) the identification of upcoming or emerging trends based on text,
and (3) an approach for visual interaction through different data models and related
interactive visual representations to explore the potentials of technologies and detect
new insights, with an advanced Visual Analytics approach and system that enables
decisionmaking for technology and innovationmanagement with advancedmethods
in terms of analysis and integrates the ideas of technology management in a Visual
Analytics system.

2 Related Work

The literature review in this paper follows the procedure recommended by Webster
and Watson [57]. We performed a “concept centric” review with the main concepts
of technology forecasting methodologies, machine learning techniques, and meth-
ods for visualizations. Therefore, our literature review is subdivided into two main
sections, a review of visualization techniques and a review of visual forecastingmeth-
ods. The review is complemented with approaches from technology and innovation
management to bridge the gap between the disciplines.

2.1 Trend and Text Visualization

Current trend mining methods provide useful indications for discovering trends [1,
14, 15, 19, 32] Nevertheless, the interpretation and conclusion for serious deci-
sion making still require a human’s knowledge acquisition abilities. Therefore, the
representation of trends is one of the most important aspects of analyzing trends.
Common approaches often include basic visualization techniques. Depending on the
concrete results, line graphs, bar charts, word clouds, frequency tables, sparklines,
or histograms convey different aspects of trends. ThemeRiver represents thematic
variations over time in a stacked graph visualization with a temporal horizontal axis
[22]. The variation of the stream width indicates the strength of a specific topic over
time. Tiara uses a similar approach, with the difference that it includes additional fea-
tures such as magic lenses and an integrated graph visualization [35]. ParallelTopics
includes a stacked graph for visualizing topic distribution over time [12]. Although
the system was not designed for discovering trends but rather for analyzing large text
corpora, it allows users to interactively inspect topics and their strength over time
and thus allows the exploration of important trend indicators in the underlying text
collection.Parallel TagClouds (PTC) is based onmultiple word clouds that represent
the contents of different facets in the document collection [10]. Temporal facets can
be used to identify certain keywords’ differences over time and infer the dynamics
of themes in a text collection. Another extension of word clouds is SparkClouds that
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includes a sparkline for each word [31]. These sparklines indicate each term’s tem-
poral distribution and allow conclusions about the topic trends. A user study reveals
that participants are more effective with SparkClouds compared to three other visu-
alization techniques in tasks related to trend discovery [31]. A similar approach [36]
also includes co-occurrence highlighting. In contrast to SparkClouds, this technique
includes a histogram for representing the temporal relevance of each tag. Additional
overlays in the histograms show the co-occurrences over time for a selected word
to enable a more comprehensive analysis of trend indicators. Han et al. introduce
with PatStream a visual trend analysis system for technology management [21].
Their system measures similarity between pairs of patents using the cosine metrics
and extends the work of Heimerl et al. [23] in particular in regards to visualization.
The evolution and structure of topics that indicate the trends is visualized through
a Streamgraph, which was already proposed in the previous works of Heimerl et
al. [23]. In contrast to this previous work, Patstream breaks down the streams into
vertical time slices, which represent periods of years. These time slices are based
on their introduced concept that uses the term score, the ratio between the radiative
frequency of a term in the given patent collection, and its relative frequency in a
general discourse reference corpus [21]. Although their concept makes use of term
frequencies, title score, and claims score [21], the most useful approach seems to be
the term score. Thus it relies on a relative score and investigates the entire document
or patent corpus. The topic stream visualization is similar to a stacked graph with the
included term (topics) in the area-based visual representation. As they hierarchically
cluster patents according to their textual similarities, users are able to zoom in into
a cluster through a level-slider. Besides the main visual representation, the stream
visualization, they provide four other visual representations, such as a “scatterplot”
with brushing and linking [21].

2.2 Technology Forecast Analytics

The literature review for “Technology Forecast” was performed by keyword searches
to identify literature and then backward and forward reviews of the identified liter-
ature according to Webster and Watson [57]. The initial search was performed by
combining keywords from different categories. The search was structured as follows:
S1 = (Technology) AND (Trends OR Forecast OR Foresight OR Intelligence) AND
(Methods OR Visualization OR Analysis OR Model OR Discovery). After the first
search and analysis, the results were used to search for more individual keywords,
which often represented identified elements of the categories. S2 = Visual Analyt-
ics, Text Mining, Trend Mining, NLP, Patent Analysis, Tech Mining, Data Mining,
TechnologyRoadmapping, Patent Network, TechnologyRadar, TrendAnalysis, Bib-
liometrics, TRIZ. The search terms in S2 were combined with those in S1. The search
terms were applied to six different databases: IEEE Xplore, ACM Digital Library,
SpringerLink, ScienceDirect, CiteSeerX, and GoogleScholar. Overall, 100 publica-
tions were chosen for further analysis. A second selection procedure was done by
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reading the papers and investigating the appropriateness of our research. Out of the
100 publications, 42 were chosen for a deeper investigation. In the third step, we
further reduced our review according to the following criteria:

• only papers were investigated that were published after 2016
• papers that used existing frameworks with new data were removed if the used
framework was older than five years

• If authors had multiple publications on the same topic, the one with the most
citations were used

An et al. proposed a novel approach to derive “technology intelligence” from
patents, which can be used to forecast technology [2]. The advancement of text min-
ing techniques has enabled the analysis of the descriptive parts of patent documents
and therefore extended the scope of patent analysis [9]. Conventional patent analysis
approaches are based on keyword analysis and use specific algorithms to specify
keyword sets. The relationship of these keyword sets is analyzed with text mining
techniques to describe the technological content of the patent. Previous patent analy-
sis used a subject-action-object (SAO) model to analyze the semantic structure of the
keywords. This approach is limited in that it increases the complexity too much and
ignores non-functional relationships [2]. As an improvement, the authors propose
a preposition-based semantic analysis to develop a technology-relation-technology
(TRT) network [2]. This approach uses the fact that the number of prepositions in
the English language is limited and can be used to identify the functional and non-
functional relationship between technological terms. A network is used to structure
the data systematically and to easier visualize and quantify the relationship between
different analysis units [46]. A keyword-based network analysis relies on unstruc-
tured data and can be used to identify vacant technology and map technology evalua-
tion by analyzing the degree and type of relationship between technological keywords
[2, 60]. In the first step of creating a TRT network, the relevant patent data, structured
and unstructured, needs to be extracted. Afterward, the data is preprocessed, and the
noun-preposition phrases in the abstracts are extracted [2]. With the help of NLP
libraries used for text parsing, the target technological keywords are used to filter
the noun-preposition phrases. In the third step, using the noun-preposition phrases
are used to identify “technological keyword—preposition—technological keyword”
structures, where the first keyword is extracted from the noun phrasewhile the second
keyword is extracted from the preposition phrase [2]. These structures are clustered
into several groups based on the used preposition, which should define the relation-
ship of the keywords. To verify the relationship, the structures are transformed into
TRT structures. In the final step, the TRT network is developed. Domain experts
choose the target keywords for the network out of all the keywords from the TRT
structures [2]. A relationship matrix for each relationship type is constructed, where
the frequency of the TRT based on that type is transformed into binary values. The
value 1 indicates a relationship between the keywords, 0 indicates no relationship
[2]. This information is used as the input for the network. Trend analysis can be con-
ducted on this network by using the year of application and observing the evolution
of technological structures based on the change in technological keywords, and their
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relationship [2]. This allows forecasting changes in technologies. The network can
also be used to forecast possibly new technology by comparing TRT networks with
similar structures in different areas and comparing the keyword sets. The framework
is tested on electronic vehicles in the paper [2].

Li et al. proposed an approach that makes use of Twitter data additionally to doing
patent analysis for identifying technology trends [34]. It uses data mining to gather
Twitter data for sentiment analysis to detect and classify opinions, and emotional
reactions to different technology [34]. The main component is the author-topic over
time (ATOT) model, a combination of the topic over time (TOT) and author-topic
(AT) model, which are based on the Latent Dirichlet Allocation (LDA) [6, 34].
For the ATOT model, the topics, authors, and time information of the documents
are combined to form a three-dimensional analysis model to study the evolution of
authors’ research interests [34]. The approach consists of three processes, patent
analysis, Twitter data mining, and the combination of both to identify technology
trends. For the first process, a patent database is chosen as a data source. The patents
are then converted to raw text format [34]. These are clustered via the “Lingo algo-
rithm” using semantic hierarchical clustering, a vector space model, and singular
value decomposition [34, 54]. In the second process, the Twitter data is mined by
using the Twitter Search API [34]. This data is also preprocessed, removing dupli-
cates and cleaning redundant information. The tweets are classified according to
time. In the third step of the second process, a word document distribution is created
[34]. The preprocessed Twitter data is analyzed with the ATOT model, and a topic-
feature words probability distribution is obtained. Nouns, adjectives, and adverbs are
extracted for keywords for each year to obtain awareness keywords for the sentiment
analysis. The profiles of the Twitter users are analyzed, and the ATOT model and
experts identify their profession [34]. It is then analyzed which type of professions
focused on which topics over time to identify the changing pattern in their topic of
interest. In the third process, the results of both processes, the evolution map and
trend analysis of the patent analysis and the sentiment and pattern analysis of the
Twitter data mining, are combined in a differences analysis [34]. This is done by first
doing a comparative analysis of the results, comparing the gaps, and combining the
results of changing patterns in the topic of interest to identify developing trends of
emerging technologies. The final comparison analysis is also mapped out over time
in a combined evolution map, where the results of the patent analysis are in one half,
and the results of the Twitter data are one the other half [34].

Li et al. also proposed an approach that makes use of a patent network to forecast
through analogy and social network analysis visualization [33]. Forecasting by anal-
ogy is transferring previously identified patterns of change in similar technology onto
the technology to be forecasted [3]. It is a form of trend analysis that uses historical
data in related fields to project the development. The forecasting in the framework is
done in five steps [33]. First, a bibliometric analysis is performed on many sources,
including scientific publications, patents, and news from the internet. The analysis
aims to identify the development trend of the target technology, including a pattern
of change. In the second step, time and trends are normalized based on the maximum
number of patterns in the technology life cycle and divided into five-year periods.
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This is done to facilitate the comparison of technologies developed in different time
periods and to identify the characteristics of each technology development period
[33]. Afterward, collaboration networks of patents are created, with the companies
as nodes and the co-parenting behavior as edges. Sub-networks are created for each
period and compared via two centralitymetrics, average degree and density. The anal-
ogy forecasting is done by analyzing these metrics and using the visualization of the
networks to project the future development of the target technology by extrapolating
the historical data of the identified similar technology [33].

Yang et al. proposed an approach for semantic analysis of keywords with the
“Subject-Action-Object model” [59]. The forecasting is performed by extrapolating
technology information in trend analysis and visualizing the output on a technol-
ogy roadmap [59]. The technology roadmap is a structured and graphical method to
explore and communicate the relationships between evolving and developing mar-
kets, products, and technologies over time [49]. They use the Web of Science as the
data source. The framework is divided into two parts. In the first part, the semantic
information is extracted. In the second part, the technology roadmap is constructed.
To extract the semantic information, firstly, the principles of semantic information
extraction have to be defined. This includes specifying the relevant technology field.
After that, a preprocessing of the data is performed. These are annotated, and the SAO
structure of the data is extracted algorithm. To create the semantic-based technol-
ogy roadmap, the technological factors have to be first defined [59]. They use fuzzy
matching functions or using the SAO frequency statistics. After the identification of
the technological factors, the relationship of the SAO structures is identified. The
relationship can be temporal or correlative. A cross-correlation map is used to show
the temporal relation or each year, which indicates the order in which the specific
technology occurs and can be used for the trend analysis [59]. A factor map is cre-
ated with a principal component analysis (PCA) to visualize the correlative relations
based on SAO co-occurrence. With the help of experts, the technology roadmap is
created and used to identify the trends of technology development [59].

Hurtado et al. proposed an approach that makes use of association analysis for
discovering topics from a text and time series analysis to forecast their evolving
trend [25]. The approach consists of six steps. In the first step, the text corpus is
preprocessed, by removing stop words, verbs, using stemming and lemmatization
[25]. The sentences are represented as a vector where each dimension corresponds
to a keyword, and its value is a binary indicator relating to keyword occurrence. The
second step consists of frequent pattern mining by using association analysis on the
matrix. The rules discover a set of antecedent items. Because of redundant words,
not each association rule (pattern) is treated as a topic [25]. A refinement process is
added so that the final topics are all unique. In the third step, a topic incidence matrix
is built by collecting the data from each year using the topics and binary incidence
matrix. The generated vectors record the number of times a topic appears in each
year’s paper. A temporal topic correlation analysis is performed on the new matrix.
This generates a data set of correlation (correlation co-efficient) among all topics
and measures the strength of correlation between two random variables [25]. The
correlation coefficient is used to build a network, where each node denotes a topic,
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and the edge denotes the degree of correlation. To find strongly correlated topics, a
threshold value is set to remove edges with weak correlation. A clique percolation
method algorithm is used to find groups of topics with strong correlations connected
to form a node group. To forecast topic trends, a time series analysis is used [25].
A forecasting model will use historical time series data of a selected field to predict
future evolution. It is possible to select multiple fields, which improves forecasting
accuracy by having more historical data and making use of the temporal correlation
between the different topics [25].

Zhang et al. used text mining for data extraction and processing, machine learning
for topic analysis and expert knowledge, and a technology roadmap for forecasting
and visualization of the analyzed topics [62]. It is therefore separated into three
sectors. In the first sector, the data gathered and preprocessed. An updated Term
Clumping process is used to retrieve core terms, and a Term-Record-Matrix is created
[61, 62]. A Term Frequency Inverse Document Frequency (TFIDF) analysis is done
on these core terms to help the oncoming clustering process [51, 62]. The second
section is the topic analysis. The topic analysis is done in four steps, setting up
a training set of labeled data for machine learning to use a data-driven K-Means-
based clustering method. At first, a cluster validation model is established, which
focuses on Total Precision as the target value. In the second step, the features are
selected, and a weighting model is created. This is done manually on a multitude of
sets. The weighting is only applied to half of the sets in order to calculate similarity
[62]. Afterward, a K-Local Optimum algorithm is used as a K-means model for the
clustering. It identifies the record with the highest similarity value and uses it as the
Centroid of the cluster [62]. The results of this clustering are topics. The topics are
weighed using the results of TFIDF analysis, which is also used as the Y-axis of
topics in the forthcoming technology roadmap. The semantic relationship between
topics is calculated via similarity measure in the K-Means Optimum model. This
is used to indicate an evolution in specific fields [62]. In the third section, expert
knowledge is used to help with the forecasting of the quantitative results and used
to create the technology roadmap [62]. This is done in multiple round interviews,
workshops, or seminars. The technology roadmap uses historical data, so both the
historical and the possible future evolution of trends are visible. The framework is
then applied to research concerning big data technology [62].

Nguyen et al. proposed an approach that makes use of “Term Frequency and Pro-
portional Document Frequency” (TF * PDF) analysis for detecting hot topics and
trends from patents with the help of the “Internation Patent Classification” (IPC)
ranking [45, 58]. Another key component is the usage of the Aging Theory to cal-
culate the variation of trends over time [7, 45]. The approach can be divided into
four phases [45]. The first phase is the preparation and data collection, where the
IPC is defined and the patents are downloaded. In the second phase, the patents are
transformed into structured data. Their keywords are extracted with the help of stop
word removal, and an NLP Part-of-Speech Tagger [45, 55]. In the third phase, the
frequency of the term and the term variation over time are considered the main char-
acteristics. To measure the frequency, the TF * PDFmethod is used [45]. To measure
the term variation over time, a term life cycle model is used. The birth, growth, decay,
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and death of each term are measured with the help of three mathematical functions.
To get weight, the TF * PDF and term variation over time are combined [45]. The
terms in a candidate list will then get ranked with the combined weight. The top-
ranked terms are identified as “hot terms” that reflect the hot topics in the corpus.
In the last step, a patent timeline is created and divided into yearly time slots [45].
For each year, a trend is represented by the normalized weight of occurrence from
a term in N documents. These results are visualized by line graphs, which illustrate
the change over time for each trend and compare it to other trends. It also can be seen
whether a trend is growing or is decreasing. The framework was applied on patents
from 1976 to 2005 to identify the ten hottest very stable trends [45].

Cho and Daim integrated a frequency analysis in a technology diffusion model
[8]. The Fisher-pry model [17], and growth curves were used for visualization, and
forecasting calculation [8]. The idea is to use historical data for technology trajectory
utilizing a mathematical model [5]. The authors propose a six-step approach to fore-
cast technology based on growth patterns. The first step identifies technology trends
in the market. This is done manually by creating literature reviews, taxonomies, and
market reports of the target technology and market [8]. The next step relies heavily
on expert knowledge [8]: an expert panel discussion is used to analyze the market
structure and provide potential keywords. Data Mining is used to gather patent data
from a multitude of sources. This data is discussed by experts again. The third step
is a general gathering of data by using bibliometric data. The keywords used to get
data from “Web of Science” were applied for research and patents. In the fourth step,
the frequency of publications is calculated [8]. This includes a preprocessing of the
data, as unrelated publications are removed. The frequency seems to be calculated
without weight, though the authors do not mention the specific calculation method.
The frequency is calculated for each used database [8]. To calculate growth curves
and identify growth patterns, a mathematical model is needed. To simulate market
penetration, technology diffusion models are used [18]. The Fisher-Pry model sim-
ulates technology advances as competitive substitutions of one method to satisfy the
need for another and is similar to biological system growth [8, 17]. The growth of
technology is slow in the beginning, then rapid until an upper limit is reached. After
that, the growth slows down again. The upper limit is estimated by using historical
analogies [8, 17]. It forecasts the growth rate of the substitution technology based on
the technological advantage over the old technology. The data for the mathematical
model was gathered in the steps before, and the diffusion rate is calculated. In the last
step, the growth patterns of each database are consolidated by identifying the time
lag. Growth curves are created to forecast and visualize the technology trend [8].

Considering the Visual Analytics approaches, the most advanced approach is the
work of Heimerl and colleagues [23]. It provides more than one view, uses relative
scores and co-occurrences, and visualizes the temporal spread of the topics with the
related categories. Furthermore, it provides a kind of process of functionalities to
support trend analysis and technology management, particularly for patents. They
propose a five-step approach derived from theworks of Ernst [13], and Joho et al. [26]
that starts with (1) obtaining an overview of different technology topics in a given
field, (2) identifying relevant trends according to individual information needs, (3)
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evaluating the importance of technological trends, (4) observing the behavior and
productivity of different players relevant to a specific trend, and (5) spotting new
technologies related to a trend. Although this work was the only one, by our best of
knowledge, that considers human tasks and is propagating a kind of procedure, the
system itself does not really support the users in the proposed way. The approach
and the according system “PatStream” just provides a dashboard of four static visu-
alizations. The interaction capabilities are limited, a real overview is not given, and
changing visual representations to gather aspect-oriented visualizations is not pro-
vided.

As the literature review revealed, several algorithms exist for gathering trends
from text, forecasting technologies, topics and trends, and various approaches to
visualize the extracted terms, trends, and forecasting results. From the visualization
point of view, the systems are commonly designed to illustrate the trend or frequency
of terms (even without the temporal dimension). An analytical visualization system
that enables humans to analyze the innovation and technology management process
through different data models and selectable and appropriate visual structures could
not be found.

3 General Method

Corporate foresight is a dynamic capability describing an organization’s ability to
anticipate and proactively adapt to future developments [16, 20] and thus an orga-
nization’s innovative capabilities. A company’s proficiency in corporate foresight
significantly affects its success [50]. Corporate foresight comprises many activities,
but the most common approach is applying methods such as scenario planning, tech-
nology roadmapping, or the Delphi approach, creating an understanding of the future
for specific objectives. In recent years, foresight methods are commonly adopted and
integrated into the organizational strategy formulation. Usually, these methods aim
at detecting discontinuities or future projections [16]. A common problemwith these
approaches is the dependency on expert knowledge and opinions. Consequently, sev-
eral studies try to apply big data and modern technology to anticipate future trends.
Recent research discusses how to support the identification of technological trends,
a foundation of corporate foresight, by text mining methods [27, 38].

Only a few studies rely on specific corporate foresight methods that are known in
an organizational context. The improvement of existing corporate foresight methods
based on automated and data-driven approaches enables easy integration into existing
organizational processes and reduces managers’ adoption barriers. This can increase
the acceptance of surprising results in an organizational context. This opportunity
is rarely used, and further research is necessary [27]. Subsequently, we propose a
method for technological trend prediction based on an established corporate foresight
method—technology roadmapping.

Technology roadmapping is a method for technology planning that aims to align
an organization to technology developments strategically. The roadmaps, which have
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diverse forms and visualizations, can be used to explore and discuss upcoming rela-
tional aspects between technologies [48]. The most common visualizations show the
technologicalmaturity (e.g., technology, product, andmarket) on the vertical axis and
the time-dependent progress on the horizontal axis [30]. The different technologies
can be linked based on improvements or similarities. The visualization can change
based on the specific purpose [30, 48]. Consequently, technology trends show a sig-
nificant impact on these visualizations’ characteristics. Internal emergent technolo-
gies will impact future products, and external research achievements may threaten
existing solutions. Consequently, organizations should foster awareness about these
topics and create mechanisms to efficiently map these trends and include them in
their technology roadmaps.

In the field of technology road-mapping using visual analytics, only two
approaches can be identified. Pepin et al. [47] develop a dynamic topic extraction
and create a visualization based on a Sankey diagram. Based on a Twitter data set,
they divide the tweets into explicit phases and extract topics for each period. The
relational processes between the technologies are calculated based on topic similarity
and a specific threshold. In contrast, Kayser et al. [28] calculate several visualiza-
tions supporting individual steps in the roadmap creation and miss the objective of a
comprehensive method.

In our study,we develop a roadmapping process based on the customizationmodel
of Lee, and Parker [30] who describe different types and use cases of roadmaps. They
define three phases—classification, standardization, and modularization—to struc-
ture existing roadmapping approaches. We classify our visualization methodology
for trend identification based on their framework to enhance the adoption willingness
in an organizational context. This helps to choose targeted methods in an organiza-
tional context for corporate foresight activities. The classification phase defines the
roadmap’s functional purpose. They differentiate forecasting, planning, and admin-
istration as managerial use cases of technology roadmapping. Forecasting is thereby
the most plausible activity because the assessment of technologies’ future-readiness
as roadmapping’s main objective relies mainly on predicting technological trends.
Second, a technology roadmap is a foundation for strategic planning activities. It
reduces uncertainties and creates clear objectives. Third, better communication based
on visualization and a feeling for the overall vision support administrative processes.
Lee and Parker propose several roadmap types in the standardization phase based
on the differentiation of products and technologies. The final modularization phase
aims to match the objectives of the initial phase to the standardized visualization
methods.

Considering the technological capabilities of automation andpossible data sources,
we reduce Lee and Parkers’ [30] framework and ensure the compatibility of the
automation with the managerial strategy alignment through a defined objective and
standardized output. The application of automated methods is primarily beneficial if
individuals cannot perceive and process a high amount of information, for example, a
data set of many text documents. Up-to-date language processes are especially useful
for latent topics that are not explicitly prevalent in the data set. Especially product
and strategically relevant topics are not ubiquitous in such organizational data sets.
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Fig. 1 The general model of innovation management through Visual Analytics

The knowledge about strategic objectives and products is usually defined in specific
documents, and there is no need for further specifications based on language process-
ing. Hence, the administrative objective is not adequately addressed with automated
processes. Additionally, product knowledge is difficult to separate from incorporated
technologies, and product-specific content cannot be visualized. Themain objectives
for automated technology roadmapping are forecasting and planning, focusing on
technology rather than concrete products. Lee and Parker [30] propose a single pos-
sible customized roadmap considering the mentioned requirements: The technology
trend roadmap visualizes technology trends over time in different technology areas.
In this visualization, each technology is assessed for its importance and technolog-
ical coverage in the organization. The technology trend map can be created fully
automated, while the technology portfolio map improves in quality considering the
objective data from trend analysis.

To create a technology trend map and use the information for the technology port-
folio, we follow the following steps: Situation Analysis, Forecasting, and Strategy
Implementation (see Fig. 1).

In the first step, the current situation is analyzed. This includes competitive ana-
lytics, market analytics, technology analytics, and key-player analytics. These steps
require automated methods that allow the analysis of the market, competitors, key
players, and technologies.

In the second step, forecasting of possible future scenarios should be performed.
This step includes emerging trend analytics, future trend analytics, future technol-
ogy prediction, and future market prediction. For this, enhanced predictive analytics
methods are used based on historical data to gather a probability of future scenarios.
The probabilities allow at least to validate the hypotheses from step one or even
gathering information about probable future scenarios.

The last step of the model focuses on the “strategy implementation”. The imple-
mentation process is based on the gathered information through the first two steps
and is performed in a more “organizational” way, which commonly leads to “strat-
egy formulation”. Based on the formulation, a comprehensive market analysis can be
performed, technology implementation through technology development, the orga-
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nizational implementation that leads to an ideation process that can be supported
through the exploratory character of the Visual Analytics system. The tasks can be
combined and are primarily performed by humans. The ideation process as part of
“strategy formulation” can be supported through Visual Analytics.

4 Visual Analytics Approach

We introduced in Sect. 3 the general method and will investigate in this section the
according to Visual Analytics approach. Our approach includes six main steps as
illustrated in an abstract way in Fig. 2 [41]. We describe these steps assuming that
scientific data are used for early trend identification, and these have to be crawled
through the Internet. Thus, we focus our attention primarily upon enabling users to
interactively gather an overall topic trend evolution and different perspectives (e.g.,
geographical or semantic) on data to inspect and analyze potential technological
trends.

In this section, we explain the processing exemplary based on the DBLP database.
We chose the DPLB indexing database since it does not provide any abstracts or
full-texts and makes the data gathering process more difficult so that the process

Fig. 2 Our transformation process from raw data to interactive visual representations consisting
of six main steps (adapted from [41])
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of data gathering can be illustrated too. The DBLP is a research paper index for
computer science-related publications.

4.1 Data Enrichment

In the first step of “data enrichment,” we use web-based resources as a baseline to
gather initial information. Our Visual Analytics system gathers data from different
resources, e.g. “DBLP”, “Crossref”, “Springer”, “ACM” or “IEEE”. The most com-
plex procedure is gathering data from “DBLP”, since it is an indexing database and
does not contain any abstracts, full-texts, or further meta-data, e.g., geographical
information of the authors. The “DBLP” data are stored first in a database and pro-
vides at least “title”, “year”, and authors’ names of all indexed publications. In more
and more cases, an “Document Object Identifier” (DOI) can be gathered too that
allows a unique identification of certain publications.

For a proper analysis of the given data, enhancements of data quality are neces-
sary. To enhance the quality of data, we gather additional data from the Web. The
data collection used as a basis is a combination of multiple different data sets. The
individual data sets offer data of varying quality and content. We, therefore, balance
out the limitation of the original data basis of “DBLP” by augmenting the available
data with additional information for each publication. For this purpose, the system
has to figure out where data resources are located on the Web or which online digital
library has more information about a particular publication. We integrated the pub-
lisher named above. The primary data collection contains a link to the publisher’s
resource and is used to identify the digital library and the location of additional infor-
mation. This information can be gathered either through a web service or crawling
techniques. The resulting web services response is well structured and commonly
contains all required information, while crawling techniques require confirmation
of robot policies, and the results have to be normalized. Nevertheless, the data may
contain duplicates, missing, or inaccurate data. Therefore, standard data cleansing
techniques are applied. With this step, we enrich the data of DBLP with additional
metadata, including abstracts and text directly from the publishers, and include some
citation information through “CrossRef” that should enable the identification of the
most relevant papers in a field with regards to citation count.

4.2 Topic Modelling

In the previous step, we gathered at least abstracts for a major part of the “DBLP”
entries and some open access full text for some entries from a general public source
like CEUR-WS or the Springer database. Based on these enriched data, we are
able to perform information extraction from text to generate topics. We conducted
a preliminary study with 2.670 full-text articles and their corresponding abstracts
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and used the Latent Dirichlet Allocation and Latent Semantic Analysis (LSA) [11].
Both algorithms were used with and without lemmatization for full-text articles and
abstracts. The best results could be gathered through LDA without lemmatization
even though topic extraction from abstracts of the publications [42]. We applied the
Latent Dirichlet Allocation for topic extraction according to Blei et al. [6]. The topic
extraction through LDAwas performedwith single words and n-grams that consisted
of two or more terms (n-grams). Overall, 500 topics were generated automatically
in a data-set of more than seven million documents. For each document, we set a
number of 20 for words and 20 for generating n-grams. The according labels of
the topic-based trends were generated through the highest scored n-gram, word, or
word-combination as the label for a particular topic. A word combination consists
of two words, where the score value of each of the words is significantly higher than
the scores of the first three n-grams together. The score itself is the value for the
distribution of a topic in a finite set of documents. This could be the result-set of a
search query or even the entire data set. This kind of labeling has the advantage that
reliable and sense-full topic-based trends can be generated with statistical methods.
It is not language-dependent (like LDA), and the generation of the labels is fast and
easy. This could be enhanced with semantic approaches and linguistic corpora and
would provide far better accuracy and sense in terms of semantics, at least for the
most prominent languages. A topic-based trend (element) has one more and crucial
dimension: time. Temporal information of the topics and their distribution is extracted
through the publication date of a document or the dates of a set of documents. With
this procedure, we generate labeled and time-stamped topics that can be used to
identify trends. Figure3 illustrates on the left side the measured score of the n-gram
“big data”. Thereby, the score of the n-gram is higher than the sum of the scores of
the second and third words. In such a case, the according n-gram is used as a label
since only the first word has a significantly higher score but not the second word. The
document set consists here of the search results of the term “Visual Analytics”. On

Fig. 3 Topic labeling and topic-based trends: The labeling of topics is performed through the
distribution score of words and n-grams in a finite set of documents (left) and the topic-based trends
can be gathered through the distribution of the topics over the years in finite set of documents (right)
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the right side of Fig. 3 the temporal spread of topics related to the same document-set
is visualized according to temporal values and temporal spread. Thereby “big data”
is prevalent and has the highest score of all topics related to the finite document set.

4.3 Trend Identification and Forecasting

We extracted topics through LDA, labeled them through a statistical method, and
enriched those topics with temporal data. If we tried to identify trends based on the
frequency of the topics over the years, we would not get any appropriate trends.
Nearly the number of all topics will increase through the years. This is because the
number of publications increased in the last years dramatically. Table1 illustrates the
actual number of publications at the time of writing this paper in the DBLP database
for every five years.

Weworked out in our previous work [41] a five-year periodicmodel that measures
through the slopes of the regression probabilities for the subsequent five periods (25
years) and validated the results with historical data.We startedwith the normalization
of the topic frequencies.We, therefore, calculate for each year the normalized number
of documents containing a topic. The normalized topic t̃y for a particular year y was
calculated by dividing the occurrence of a topic ty by the number of documents dy in
that year [41]. After having the normalized frequency of documents containing the
topic, the entire years with documents with a specific t̃ are split into periods of a fixed
length x > 1, limiting the length of the period to the time of the first occurrence of
the topic, if necessary. So at the current year yc, each period pk covers the previous
years [yc − x · (k + 1), yc − x · k] [41]. For each period, we calculate the regression
of the normalized topic frequencies and take the gradient (slope) as an indicator for
the trend. Equation (1) calculates the slope for a topic t in a period pk , based on
the normalized topic frequencies t̃y , where t̄ is the mean of the normalized topic
frequencies and ȳ is the mean of years in the time period.

bt̃,k =
∑

y∈pk (y − ȳ) · (
t̃y − t̄

)

∑
y∈pk (y − ȳ)2

(1)

Each calculated slope bt̃,k is weighted through two parameters. The first parameter
is the coefficient of determination R2

k of the regression. The second parameter is a
weight ωk that is determined with a function that decreases for earlier periods [41].

Table 1 Number of publications in DBLP every five year

Documents in DBLP

Years 1995 2000 2005 2010 2015 2020

Documents 13,775 38,908 111,022 201,245 365,426 507,375
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This parameter was calculated through a linear function ωk = max
(
0, 1 − k

4

)
and

through an exponential function ωk = 1
2k [41], whereas we found out that the linear

function provides more reliable emerging trends.
The final weighting for a topic t is then computed from the slopes bt̃,k , the coeffi-

cients of determination R2
k , and the weights ωk of each of the K periods as follows:

ω = 1

K
·

K∑

i=1

bt̃,kwk R
2
k (2)

Besides identifying emerging trends,we tested differentmethods to forecast topic-
based trends based on historic trend evolution. The historical evolution was tested
through various statistical methods, e.g., regression or ARIMA, and various machine
learning methods to get the best mean prediction probability (MPP). We integrated
“Dense” models, regression models, and a variety of neural networks (NN), includ-
ing “Graph Neural Networks” [52]. The most appropriate results could be deter-
mined through LSTM-based [24] Recurrent Neural Networks (RNN) to forecast
long periods. Thereby the “labeled topic” was used as an input variable to determine
the forecasting quality. The forecasting is still work in progress. Through different
parametrization, the quality could be significantly improved.

4.4 Data Modeling

The analysis process according to our general method requires the identification of
various factors, e.g. key-player, competitors, or geographic spread. To meet these
requirements, we integrated “aspect-oriented data models” that focus on certain
aspects, e.g. temporal or geographical that are given in the data or are gathered through
the step of “data enrichment”. We generated five data models, “Semantics Model”,
“TemporalModel”, “Geographical Model”, “TopicModel,” and “TrendModel” [41].
Thereby, the “semantic data model” [39] serve as the primary data model for stor-
ing all information. It adds structure and relation between data elements to generate
graphs from the data and visualize relations in the data set. This model is used in
visual layouts of semantics structures, textual list presentation, and facet generation.
A graph representation of data is generated containing all publications with their
attributes and relations to accomplish this.

Multiple temporal visualizations use the temporal data model. Here, multiple
aspects of the information in the data collection need to be accessible based on the
time property. For the overview of the whole result set in a temporal spread, the
temporal model needs to map publication years to the number of publications in a
particular year. This temporal analysis is not only necessary for the entirety of the
available result set, but it is also vital to analyze specialized parts of faceted aspects.
Based on these faceted attributes, detailed temporal spreads need to be part of the
temporal model for all attributes of each facet type. The temporal spread analysis
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needs to be available for each facet in the underlying data. With this information,
temporal visualizations can be builtmore easily. These are then able to showa ranking
over time or demonstrate comparisons of popularity over time. The temporal model
allows us to measure trends and forecast possible future evolutions of trends through
time-series analysis and machine learning approaches. The geographical data model
contains geographical information of the available data. The complexity of thismodel
is lower than that of the temporal model, as the geographical visualization only needs
quantity information at the country level. This datamodel provides information about
the origin country of the authors of publications. Although the data are enriched
with information from different databases as described, there are many data entities
without the country information.To face this problem,we introduced twoapproaches,
if no country information could be gathered: (1) we take the affiliation of the authors
for gathering the country, and (2) we take publications from the same author from the
same discipline based on the extracted topics and the same year plus and minus one
to estimate the country. The year of publication is important since many researchers
change the affiliation and with the affiliation the country. The topic model contains
detailed information about the generated topics as described above. The semantic
model contains publications with all assigned properties and relations, including
topics, and the topicmodel supplements this data byoffering insights into the assigned
topics. Like alreadymentioned in Sect. 4.2, the information about each topic contains
the top 20 most used words and phrases with the assigned probability of usage for
each word (see Fig. 3). The inclusion of the most used phrases can help the user
immensely in the reformulation of the search query to find additional information on
topics of interest. Nevertheless, the primary purpose of the topic model is to gather
relevant information about technological developments and the used approaches
within a development. The topic model is commonly correlated to the temporal
model and also provides the temporal spread of topics. Figure3-right illustrates the
temporal spread of topics related to the search term “Visual Analytics”. The trend
model is generated through the trend identification process described in Sect. 4.3
in combination with the temporal model. It illustrates the main trends either as an
overview of “top trends” identified through the describedweight calculation or after a
performedquery. In the second case, the sameprocedure is appliedwith the difference
that the document corpus is not the entire database but only the results referring to
the queried term.

4.5 Visual Structure

The visual structure enables a fully automatic selection of visual representations
based on the underlying data model. We applied the procedure of visual adaptation
according to our previews work [44] with the three steps of semantics, visual layout,
and visual variable. As proposed in [44], we start the visual transformation for
generating a visual structure with the semantics layer. Thus our system is not yet
adaptive. We investigate the data characteristics for choosing an appropriate visual
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layout. Based on the chosen visual layout, we identified visual variables according
to Bertin [4] that are applied to a certain visual layout. This procedure allows us to
enhance the systemwith adaptive behavior and reduces the complexity of integrating
new visualizations.

5 Visual Analytics for Decision Making

We described in the previous section the overall procedure of gathering data, extract-
ing topics and trends, and modeling data to enable an interactive visual approach for
decision making. We will introduce the user interface of our system in this section,
including some visualizations that enable the process of decision-making and the
interaction design of our visual analytics system.

5.1 User Interface Design

The user interface (UI) of our visual analytics system consists of four areas (see
Fig. 4). All areas are dynamic, particularly in terms of data and data entity selec-
tion. The top area (1) provides search functionalities, including an advanced search
for dedicated search in certain fields and “assisted search”. The “assisted search”
enhances users’ query based on the resulted top five phrases and words of the top-
ranked topic [43]. This allows extending the search with similar and related topics
to the formulated query. The top area provides, besides search functionalities, the
choice of all databases and color schemes for the entire user interface and all visual-

Fig. 4 The UI of our system with its four areas
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izations. This is enhanced with a “reporting functionality” to enable the generation
of reports for decision-makers who do not interact with the system.

At the left (2), the facets of the underlying data are generated and illustrated
automatically. This area also includes the number of results that are automatically
adapted to the selected facets, a logical facet selection, and the “graphical search”
functionality (see Fig. 12). The logical facet selection allows users to reduce the
amount of the results to get the most appropriate documents for a specific task
and provide beside a visual interaction an overview of data entities for reducing or
enhancing the visualized results.

In the center area (3), the main visualization(s) are placed that are either auto-
matically selected by the type of data, the search query (see Sect. 4.4), or by the user
himself in the right area (4), where a dynamic set of visualization are available based
on the data and their structure. In Fig. 4 the temporal overview of the entire data is
visualized. This area allows the placement of more than one visualization to generate
visual dashboards.

The right area (4) provides the functionality to choose either one visualization
as illustrated in Fig. 4 or create through drag and drop an arrangement of several
visualizations. This area shows icons of visualizations that are supported through
the underlying data. For example, if geographic data are provided through country
names or longitudes and latitudes, an icon for geographical visualization appears.
The according visualizations are related to the data that should be visualized. In
the case of a query, these data are the results of the query. If the result-set does
not provide any geographical or semantic information, the according visual layout
disappears from that area.

5.2 Visual Representations and Visual Interaction

We integrated into our general approach various data models that enable users to
interact with different aspects of the underlying data (see Sect. 4.4,). These data
models allow us to provide several interactive visual layouts that enable information
gathering from different perspectives and support decision-making. We applied two
different approaches for interactingwith visualizations. Thereby, two complementary
approaches were integrated to support users’ information acquisition and analysis
process. First, the information-seeking mantra by Shneiderman [53] is applied to
provide an overview followed by zoom and filter and then details on demand. This
procedure allows seeing either emerging trends or the most recent search terms typed
by other users as a “word cloud” to gather first information of the underlying data and
interact until they reached their intended goals. Second, the approach proposed by
van Ham and Perer [56] was applied that enables searching the database, getting the
context, and get more detailed information. This approach was designed for graph
exploration. We think that the entire process of interacting with visualizations can
profit from this approach due to its complementary interacting process compared
to the overview-first approach. Figure5 illustrates the start screen of our system
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Fig. 5 The initial starting screen of our system applying “SparkClouds” for emerging trends in the
entire data-base. Each item is selectable and leads to a search

with an overview on emerging topics as “SparkClouds”. Thereby a different color
scheme was chosen. The starting screen after a search or choice of the initial screen
is illustrated in Fig. 4.

A simple temporal visual layout for overview purposes that visualizes the number
of documents over the years of the entire search results is illustrated in Fig. 4. The
visualization can be enhanced with several statistical values to allow a more detailed
view of the data. These include linear and Loess regression (locally estimated scatter-
plot smoothing), neighborhood-weighting through color and values, and minimum,
average, and maximum values. Figure6 illustrates such a temporal visualization.
Thereby the term “machine learning” was chosen as a search term through the initial
start screen, and the mouse hovers the year 2017.

Temporal visual layouts that illustrate the temporal topic distributionof the accord-
ing documents over the years instead of the numbers of documents use the two data
models, the topic model, and the temporal model. Our temporal topic river is such a
visualization and separates all the topics and trends for a more comprehensible view.
Instead of layering (stacking) the items on top of each other with no space between
them, we represent each facet item with a “river”. Each river has a center-line and a
uniform expansion to each side based on frequency distribution over time. Addition-
ally, placingmultiple rivers next to each other makes spotting differences in temporal
data sets straightforward. Tasks like comparing the impact of various authors, topics,
or trends on a search term become easier. Figure7 illustrates our topic river for two
different data sets of the same database. We arranged the visual layouts on top of
each other. The above topic river illustrates the temporal spread of the topics, and the
river on the bottom illustrates the temporal spread of publications of those countries
that published the most works in the area of machine learning.

For analyzing trends, it is crucial to gather the knowledge of the underlying topics,
technologies, etc. emerged during the time or lost their relevance. To enable a fast
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Fig. 6 Statistical values in simple visual layouts to gain more insights. A chosen year is illustrated
in orange, increased numbers of publications in green and decreased in red. The illustration contains
further statistical values, e.g., the LOESS-Regression, the linear regression etc.

Fig. 7 Stacked river: on top, a topic river illustrates the temporal topic spread and the temporal
spread of publications per country on the bottom. Thereby, the number of topics published in a
particular year or from a specific country is taken for measuring the spread

and comprehensible analysis, we integrated a temporal ranking (see Fig. 8). Besides
the introduced configuration areas, this visual layout offers the ability to specify
the number of rows to be visualized. The visual layout is divided horizontally into
columns for each year of the analyzed time period. The arrangement is based on the
number of publications having a facet item as a property of the selected facet type,
sorted in descending order from top to bottom.

The order only represents the ranking. The width of each rectangle represents
additional, more concrete information about the relative amount. With these position
and form indicators, the user can quickly determine facet items with high influences
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Fig. 8 Temporal spread of topics and the related words and phrases as columns

each year. In Fig. 8 the temporal data model, the topic model, and the semantic
model are merged to get the visualized information. Thereby, the top related topics
of documents from the result set of the query “machine learning” are visualized, and
by selecting one topic, the temporal ranking for each year is highlighted.

For a non-temporal visualization of topic distribution, we have integrated a set of
various visualizations. This set should allow to figure out which topics are prevalent
in a particular database or a data-set as a result of a search query. The main focus
lies on the general occurrence of topics instead of the temporal spread. We reduce
the temporal information to enable a more focused view of the topics and their
distribution. Figure9 illustrates a dashboard of two identical topic distributions, left
as a pie-chart and right as a bar chart. The simple views allow gathering non-temporal
information faster if this is necessary for a certain analytical task.

Our system provides a semantic visual layout that offers the ability to understand
relations between authors (co-author information) and between topics (which topic
relations) and the semantic correlation between the information entries. Commonly
semantic relations are visualized with node-link graphs, leading to complex visual-
izations and reducing the analysis capability. We integrated beside such node-link
visualizations a circle layout that arranges the entities as a spiral starting from the
center of the screen. The size of each element indicates the amount of publication per
author, whereas the degree option indicates the number of distinct relation targets
within the facet type.

The semantic datamodel provides detailed relational information about individual
facet items, which can be accessed through user interaction. After selecting a circle,
all relational information within the same facet type is highlighted. This leads to
a real-time loading of all co-authors in the result set. Further, users are able to get
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Fig. 9 Examples for non-temporal topic-distribution visualizations

Fig. 10 Co-authorship with relations temporal information

an insight about correlations within the semantic relations through mouse-over that
refines the in the figured cased the co-authorship of certain authors through the color.
We integrated the disambiguation of authors’ names since authors from the same
discipline could have the same surname. To distinguish the authors, we compare
the first names, the affiliations (with relation to the year), the country, and the co-
authorship. Figure10 illustrates the co-authorship relations based on the search term
“machine learning”. At first glance, the users can see the most publishing visual
layout that visualizes topics related to search terms based on the frequency of their
appearance.
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Fig. 11 Geographical search based on the geographical, semantic and temporal data models

Besides temporal, semantic, and topic visualizations, we integrated an advanced
geographic visualization that illustrates the number of publications on certain search-
term on the country level through saturation. Besides this, the visual interface makes
use of the semantic and temporal data models. Figure11 illustrates the geograph-
ical result-set of the search-term “machine learning”. Thereby the user clicked on
China to see the temporal spread of publications from China and the relations to
other countries. This relation is measured through the co-authors of the publications
of Chinese authors and the origin countries of the co-authors. Figure11 illustrates
on the bottom the temporal spread of publications of which at least one author’s
origin country is China. The legend of the visualization shows that the United States
published the highest number, and China is primarily collaborating with the United
States on “machine learning”.

5.3 Visual Search

We integrated a “visual search” or graphical search to enable a more advanced search
and analysis process. The visual search functionality allows users to formulate terms
that are relevant for them, create so-called visual points-of-interests (POI) and see
at a glance the number of documents that contain the created points of interest. In
Fig. 12 the user searched for “machine learning” and created several visual POIs.
The defined POIs are visualized on the right side and can be included in the main
search term “machine learning” per drag and drop. The color is the indicator for a
certain POI and allows users to see how many publications are in the database with
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Fig. 12 The visual search for enabling a search within the result set

the created POIs. The number represents the search result quantity within the search
result set, so the user is able to define and redefine such POIs for his purposes. In
Fig. 12 the main search term is “machine learning”. The user is able to see at a glance
the results for machine learning documents containing the “classification”, “neural
network”, “clustering”, “cognitive” or “visual”. With a nested method, they can see
that 8293 publications contain the phrase “classification” 702 of these publications
include neural networks. Within this search result, 32 publications contain the term
“clustering”, and one of these publications is related to visual. The users are able
just to double click within the circles and get the list of the documents. In the case
of machine learning combined with classification, neural networks, clustering, and
visual, there is just one publication, so that the list will provide just one publication.
This way of interaction allows not only reduces the search result set, but it also gives
an overview of the number of related topics, and the number of those relations [40].

5.4 Reporting

We integrated into our system a reporting functionality that enables users to gen-
erate reports for non-analysts. This can be performed in two different ways. Each
visualization can be saved with the parameters defined by users in our integrated
reporting tool. These visualizations are stored permanently to enable the generation
of a report. Users might want to integrate the entire dashboard for a certain report.
For that reason, they are able to capture the entire dashboard for reporting issues.
The reporting functionality aims at creating reports for presentations or reports for
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Fig. 13 Capturing the entire dashboard for reporting

decision-makers on the management level. There is no need for decision-makers to
interact with the system. Besides this, the reporting functionality creates a “snapshot”
at a specific time. Since the data are changing, the reports can be used to validate
hypotheses.

For creating a report, first, the figure is stored either through the user interface
for the entire screen, regardless if there are one or N visualizations placed on the
screen, or through the reporting button on each visualization. Figure13 illustrates
the creation of such a dashboard-capture. The user searched for the term “service
oriented architecture” and placed three visualizations on the dashboard. Through the
capturing functionality, this dashboard is saved as an image.

After capturing all required visualizations, the users are able to generate a report
through the reporting tool. Thereby a web-based HTML editor is provided with
predefined text snippets, e.g., for timestamps, search queries, or parameterizations
of the visualization. All saved images and text snippets can be found in the reporting
tool of our system.

Figure14 illustrates the reporting tool of our system. On the right side, the HTML
editor allows creating the reports and write comments. On the left side, there are the
captured figures and text snippets. With just one click, the users are able to generate
a report. The dashboard in Fig. 14 illustrates clearly that there is a decreasing trend
of using such kinds of web service architectures. Particularly grids were not used in
last years. We currently provide exports as PDF, Word documents, and images. We
will integrate the raw data used in the reports as JSON and CSV to enable a simple
exchange of the data for several systems.
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Fig. 14 Generating a report

6 Conclusions

We proposed in this paper a new approach for Visual Analytics for decision making
by incorporating some main ideas from innovation management. We first gave an
extensive literature review of existing approaches and systems that are mining and
visualizing trends. The literature review revealed the missing inclusion of manage-
ment and decision-making approaches in such analytical systems, particularly for
technology management. Our general model filled this gap by a first attempt and
combined an appropriate model to enable strategic decision-making. The outcome
is a model with three main steps for integrating innovations in firms. This model is
enhanced by a more technical approach that illustrated the process of Visual Ana-
lytics and the main steps of our approach. Our main contribution is an advanced
Visual Analytics approach and system based on our previous work [41] that enables
decisionmaking for technology and innovationmanagement with advancedmethods
in terms of analysis and integrates the ideas of technology management in a Visual
Analytics system.
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